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Abstract

We consider an interesting class of braidings defined in [11] by a combinatorial
property. We show that it consists exactly of those braidings that come from cer-
tain Yetter-Drinfeld module structures over pointed Hopf algebras with abelian
coradical.

As a tool we define a reduced version of the FRT construction. For braidings
induced by Uq(g)-modules the reduced FRT construction is calculated explicitly.

1 Introduction

In [11] the author generalized a PBW theorem of Kharchenko [5] for certain
pointed Hopf algebras to a class of braided Hopf algebras. The central feature
of these braided Hopf algebras is that they are generated by a subspace of
primitive elements that has a so-called triangular braiding. This notion of
triangularity was defined in [11] by a combinatorial property. It seems to be
the natural context for the proof of the PBW theorem given there.

The combinatorial description is very helpful for the proof of the PBW the-
orem, but does not give a conceptual understanding of these braidings. The
main examples of triangular braidings, namely Yetter-Drinfeld modules over
abelian groups and integrable modules over quantum enveloping algebras,
come in some sense from pointed Hopf algebras with abelian coradical. As
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also the original PBW theorem of Kharchenko is proved for such Hopf alge-
bras, it is an interesting question if there is a deeper connection between these
Hopf algebras (including quantum groups) and triangular braidings.

This work shows that there is indeed a close connection. We show (Theorem
5.7) that right triangular braidings are exactly those braidings that are induced
by Yetter-Drinfeld modules over pointed Hopf algebras with abelian coradical
which are completely reducible as kG(H)-modules.

It is a well-known fact [2] that any braiding c on a finite-dimensional vector
space M can be realized as a Yetter-Drinfeld braiding over some bialgebra
A(c), the FRT bialgebra. If the braiding is rigid (and we prove that triangular
braidings are rigid) it can even be realized as a Yetter-Drinfeld braiding over
a Hopf algebra H(c). This was first proved by Lyubashenko for symmetries
[6]; for the general case see [9].

Nevertheless for our purpose the constructions from [2,6,9] do not seem to
be the right tool to study properties of the braiding. In [7] Radford defines
a reduced version Ared of the FRT bialgebra and uses it as a tool to obtain
information on braidings induced by Yetter-Drinfeld modules over pointed
bialgebras.

In this paper we give a different construction for Radford’s reduced FRT
bialgebra. This construction leads in a natural way to a reduced FRT Hopf
algebra if the braiding is rigid. We prove an analogue of Radford’s central
result in the case of the reduced FRT Hopf algebra. This is an important tool
for the proof of Theorem 5.7. We apply Theorem 5.7 to show that there are
braidings which are left, but not right triangular.

In the case of braidings constructed from the quasi-R-matrix of Uq(g) the usual
FRT constructions lead to interesting examples of Hopf algebras, namely the
quantized function algebras. In the last section we determine the reduced FRT
Hopf algebra for these braidings and we obtain pointed Hopf algebras which
are closely related to the non-positive part U≤0

q (g) of Uq(g).

The paper is organized as follows: Section 2 contains the definition of coquasi-
triangular bialgebras, their right radical and their reduced versions. Further-
more we recall some facts on Yetter-Drinfeld modules. Section 3 deals with the
FRT constructions and their reduced versions. In Section 4 results of Radford
are generalized to the reduced FRT Hopf algebra. Section 5 contains the cen-
tral theorem about triangular braidings and finally in Section 6 the reduced
FRT Hopf algebra for braidings of integrable Uq(g)-modules is determined.

Throughout the paper k is a field, tensor products are always taken over k.
We use Sweedler’s notation for the comultiplication ∆(x) = x

(1)
⊗ x

(2)
.
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2 Coquasitriangular bialgebras and their right radical

In this section we will recall some well known facts about coquasitriangu-
lar bialgebras and define the right radical of those bialgebras. If A is an al-
gebra and C is a coalgebra denote the convolution product on the algebra
Homk(C,A) by ?.

Definition 2.1 A coquasitriangular bialgebra (H,∇, η,∆, ε, r) is a bialgebra
together with a convolution invertible linear form r ∈ (H ⊗H)∗ satisfying

∇op = r ?∇ ? r−1

and
r ◦ (∇⊗ idH) = r13 ? r23 and r ◦ (idH ⊗∇) = r13 ? r12

where we define r12, r23, r13 ∈ (H ⊗H ⊗H)∗ by

r12 := r ⊗ ε, r23 := ε⊗ r and r13(g ⊗ h⊗ l) := ε(h)r(g ⊗ l)

for all g, h, l ∈ H.

Remark 2.2 Let (H,∇, η,∆, ε, S, r) be a coquasitriangular Hopf algebra.

(1) S2 is a coinner automorphism of H. In particular S is invertible.
(2)

r ◦ (η ⊗ idH) = ε and r ◦ (idH ⊗η) = ε

(3)
r ◦ (S ⊗ idH) = r−1, r−1 ◦ (idH ⊗S) = r, r ◦ (S ⊗ S) = r

If H is a coquasitriangular bialgebra, the second and third axiom from Defi-
nition 2.1 read for a, b, c ∈ H:

r(ab⊗ c) = r(a⊗ c
(1)

)r(b⊗ c
(2)

), r(a⊗ bc) = r(a
(2)
⊗ b)r(a

(1)
⊗ c)

Definition 2.3 Let H be a coquasitriangular bialgebra. Define the right rad-
ical of H as

JH := {h ∈ H|r(H ⊗ h) = 0}.

Lemma 2.4 Let H be a coquasitriangular bialgebra.

(1) The right radical is a biideal in H.
(2) If H is a Hopf algebra, then the right radical is stable under S and S−1.

PROOF. The properties of r imply that the map

H → (H◦)cop , h 7→ r(−⊗ h)
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is a (well-defined) morphism of bialgebras (resp. Hopf algebras). JH is the
kernel of this map.

We will find the following lemma useful:

Lemma 2.5 Let H be a coquasitriangular bialgebra generated as an algebra
by a subset X ⊂ H. Then for every coideal J ⊂ H we have r(H ⊗ J) = 0 if
and only if r(X ⊗ J) = 0 and thus

JH =
∑
{J |J ⊂ H is a coideal with r(X ⊗ J) = 0}

PROOF. The first part follows from the definition of the r-form. The second
part is trivial.

Now we define the reduced version of a coquasitriangular bialgebra (Hopf
algebra).

Definition 2.6 Let H be a coquasitriangular bialgebra (Hopf algebra) and JH

its right radical. Define
Hred := H/JH

the factor bialgebra (Hopf algebra).

Note that if H is a coquasitriangular Hopf algebra, then H and Hred have
bijective antipodes.

Instead of comodules over the FRT bialgebra we will consider Yetter-Drinfeld
modules over the reduced FRT bialgebra. We need a more general notion of
Yetter-Drinfeld modules than usual.

Definition 2.7 Let H be a bialgebra. An left H-module and left H-comodule
M is called a (left-left) H Yetter-Drinfeld module if for all h ∈ H,m ∈M we
have (

h
(1)
m
)

(−1)

h
(2)
⊗
(
h

(1)
m
)

(0)

= h
(1)
m

(−1)
⊗ h

(2)
m

(0)

If H is a Hopf algebra this condition is equivalent to the usual Yetter-Drinfeld
condition

δ(hm) = h
(1)
m

(−1)
S
(
h

(3)

)
⊗ h

(2)
m

(0)
.

In any case we have a natural transformation

cM,N : M ⊗N → N ⊗M, c(m⊗ n) = m
(−1)

n⊗m
(0)

for M,N ∈ H
HYD

that satisfies the hexagon equations and the braid equation. If H has a skew
antipode S̄ then H

HYD is a braided monoidal category with inverse of the
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braiding given by

c−1
N,M : N ⊗M →M ⊗N, c−1(n⊗m) = m

(0)
⊗ S̄

(
m

(−1)

)
n.

Remark 2.8 Let H be a coquasitriangular bialgebra. The category HM is a
braided monoidal category with braiding

cM,N : M ⊗N → N ⊗M, c(m⊗ n) = r
(
n

(−1)
⊗m

(−1)

)
n

(0)
⊗m

(0)
.

Every H-comodule M becomes a Yetter-Drinfeld module over H with the
action

∀h ∈ H,m ∈M : h ·m := r(m
(−1)

⊗ h)m
(0)
.

This defines a functor HM → H
HYD that is compatible with the monoidal

structure and the braiding. Similarily we can define a functor HM→ Hred

HredYD
that has the same properties.

3 FRT construction

In this section we will introduce the well known FRT constructions and re-
duced versions of these. For proofs the reader is referred to [9,4].

Definition 3.1 A braided vector space (M, c) is a vector space M together
with an automorphism c of M ⊗M that satisfies the braid equation

(idM ⊗c)(c⊗ idM)(idM ⊗c) = (c⊗ idM)(idM ⊗c)(c⊗ idM).

Theorem 3.2 Let (M, c) be a finite dimensional braided vector space.

• There is a coquasitriangular bialgebra A(c) such that M is a left A(c)-
comodule and the braiding c equals the braiding on M induced by the coqua-
sitriangular structure of A(c).

• For all bialgebras B having M as a Yetter-Drinfeld module such that the in-
duced braiding equals c there is a unique morphism of bialgebras φ : A(c) →
B such that

δB = (φ⊗ idM)δA(c) and ∀u ∈ A(c),m ∈M : u ·m = φ(u) ·m.

The A(c)-action on M is defined as in Remark 2.8.

The algebra A(c) is generated by the smallest subcoalgebra C ⊂ A(c) satisfying
δA(c)(M) ⊂ C ⊗M .
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PROOF. Recall that A(c) is generated by a comatrix Tij and that the coac-
tion is given by

δA(c)(mi) =
∑
j

Tij ⊗mj

where the mi form a fixed basis of M . The r-form of A(c) is defined by the
coefficients of the braiding:

c(mi ⊗mj) =
∑
k,l

r(Tjk ⊗ Til)mk ⊗ml.

There is a comatrix bij in B such that for all i

δB(mi) =
∑
j

bij ⊗mj.

By using the definition of the braiding we see that the action of the bij on M
is given by

bilmj =
∑
k

r(Tjk ⊗ Til)mk.

By the colinearity of c the mapping Tij 7→ bij extends uniquely to a bialgebra
map A(c) → B which has the desired property. 2

Definition 3.3 For any finite dimensional vector space M define k-linear
maps

ev : M∗ ⊗M → k, ev(φ⊗m) := φ(m)

db : k →M ⊗M∗, db(1) :=
n∑

i=1

mi ⊗mi

where m1, . . . ,mn form a basis of M and m1, . . . ,mn is the dual basis of M∗.

Definition 3.4 A braided vector space (M, c) will be called rigid if it is finite
dimensional and the map c[ : M∗ ⊗M →M ⊗M∗ defined by

c[ := (ev⊗ idM⊗M∗)(idM∗ ⊗c⊗ idM∗)(idM∗⊗M ⊗ db)

is an isomorphism.

Now we can formulate the Hopf algebra version of Theorem 3.2

Theorem 3.5 Let (M, c) be a rigid braided vector space.

• There is a coquasitriangular Hopf algebra H(c) such that M is a left H(c)-
comodule and the braiding c equals the braiding on M induced by the coqua-
sitriangular structure of H(c).

• For all Hopf algebras H having M as a Yetter-Drinfeld module such that
the induced braiding equals c there is a unique morphism of Hopf algebras
ψ : H(c) → H such that

δH = (ψ ⊗ idM)δH(c) and ∀u ∈ H(c),m ∈M : u ·m = ψ(u) ·m
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Let C ⊂ H(c) be the smallest subcoalgebra satisfying δH(c)(M) ⊂ C⊗M . Then
the algebra H(c) is generated by C + S(C).

PROOF. The existence of the coquasitriangular Hopf algebra H(c) is proved
in [9, Theorem 3.2.9]. The universal property we give is bit stronger than the
one given there, but using the characterization of H(c) by generators and
relations in [9, Lemma 3.2.11] it is easy to check our stronger version. 2

For a braided vector space (M, c) we define the reduced FRT bialgebra by

Ared(c) := (A(c))red

and if (M, c) is rigid define the reduced FRT Hopf algebra by

Hred(c) := (H(c))red.

Definition 3.6 Let H be a bialgebra and M1, . . . ,Ms H-modules. We will call
H M1, . . . ,Ms-reduced if (0) is the only coideal of H annihilating all the Mi.

In particular if M is a H-module, the bialgebra (resp. Hopf algebra) is M -
reduced (resp. M,M∗-reduced) iff the representation H → Endk(M) does not
factor through any proper bialgebra (resp. Hopf algebra) quotient.

The reduced FRT constructions are characterized by universal properties:

Theorem 3.7 Let (M, c) be a finite dimensional braided vector space.

(1) M is a Yetter-Drinfeld module over Ared(c) such that the induced braiding
is c. Ared(c) is M-reduced.

(2) For every bialgebra A having M as a Yetter-Drinfeld module such that
the induced braiding is c and such that A is M-reduced there is a unique
monomorphism of bialgebras φ : Ared(c) → A such that

δA = (φ⊗ idM)δAred(c) and ∀u ∈ Ared(c),m ∈M : u ·m = φ(u) ·m.

(3) Assume (M, c) is rigid. M is a Yetter-Drinfeld module over Hred(c) such
that the induced braiding is c. Hred(c) is M,M∗-reduced.

(4) Assume (M, c) is rigid. For every Hopf algebra H having M as a Yetter-
Drinfeld module such that the induced braiding is c and such that H is
M,M∗-reduced there is a unique monomorphism of Hopf algebras ψ :
Hred(c) → H such that

δH = (ψ ⊗ idM)δHred(c) and ∀u ∈ Hred(c),m ∈M : u ·m = ψ(u) ·m
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PROOF. The right radical JA(c) (resp. JH(c)) is the maximal coideal annihi-
lating M (resp. M and M∗): If J is another coideal annihilating M (resp. M
and M∗) then Lemma 2.5 and Theorems 3.2, 3.5 imply that r(A(c)⊗ J) = 0
(resp. r(H(c) ⊗ J) = 0) and thus J is contained in the right radical. Parts
one and three follow. Now we deal with parts two and four simultaneously:
Using the universal property of the FRT constructions we find morphisms of
bialgebras

φ̂ : A(c) → A and ψ̂ : H(c) → H.

which are compatible with the action and the coaction. The right radical of
A(c) (resp. H(c)) is the maximal coideal annihilating M (resp. M and M∗)
by Lemma 2.5. Thus the image of the right radical under φ̂ (resp. ψ̂) is again
a coideal annihilating M (resp. M,M∗). As A (resp. H) is M (resp. M,M∗)-
reduced we see that the right radical is mapped to (0). This means that φ̂
(resp. ψ̂) factorize over the reduced FRT-constructions. These induced maps
are compatible with action and coaction. The maps are injective, because
Ared(c) (resp. Hred(c)) are M -reduced (resp. M,M∗-reduced). 2

Remark 3.8 In [7] Radford defines a reduced FRT-bialgebra Ared(R) for
Yang-Baxter operators R on finite dimensional vector spaces M , that is auto-
morphisms R of M ⊗M satisfying the quantum Yang-Baxter equation

R12R13R23 = R23R13R12.

It is well known that R satisfies the quantum Yang-Baxter equation if and
only if c := Rτ is a braiding (satisfies the braid equation). It is easy to see
from the universal properties of Ared(c) and Ared(R) that if c = Rτ we have

Ared(c)'Ared(R)cop.

Remark 3.9 Suppose thatM is a Yetter-Drinfeld module over a Hopf algebra
H with bijective antipode and denote the braiding on M by c. It is easily seen
that then Hred(c) is a subquotient (i.e. a Hopf algebra quotient of a sub Hopf
algebra) of H.

Example 3.10 Hred(c) for braidings of group type. Let G be a group and M
a finite dimensional Yetter-Drinfeld module of G. Define

C := {g ∈ G|∃m ∈M : δ(m) = g ⊗m}

and let H be the subgroup of G generated by C. Moreover set

N := {g ∈ H|∀m ∈M : gm = m}.

Obviously M becomes a Yetter-Drinfeld module over the subquotient H/N .
It is easy to show that k(H/N) is the reduced FRT construction.
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4 When is the reduced FRT-construction pointed?

The answer to this question was given by Radford in the case of the FRT-
bialgebra. In our notation his result reads:

Theorem 4.1 ([7], Theorem 3) Let (M, c) be a finite dimensional braided
vector space. The following are equivalent:

(1) Ared(c) is pointed
(2) There is a flag of sub vector spaces 0 = M0 ⊂M1 ⊂ . . . ⊂Mr = M such

that for all 1 ≤ i ≤ r dimMi = i and

c(Mi ⊗M) ⊂M ⊗Mi

(3) There is a flag of Ared(c) left subcomodules 0 = M0 ⊂ M1 ⊂ . . . ⊂ Mr =
M such that for all 1 ≤ i ≤ r dimMi = i.

We will show now that if (M, c) is rigid we have a similar statement for the
reduced FRT Hopf algebra Hred(c).

Lemma 4.2 Let (M, c) be a braided vector space and N ⊂M a subspace such
that

c(N ⊗M) ⊂M ⊗N

Then we have

c[(M∗ ⊗N) ⊂ N ⊗M∗.

PROOF. This follows directly from the definition of c[. 2

We will need the following well known statement.

Proposition 4.3 Let H be a Hopf algebra and M a left H-comodule. Then
M∗ with the coaction defined by the equation

∀ϕ ∈M∗,m ∈M : ϕ
(−1)

ϕ
(0)

(m) = S−1(m
(−1)

)ϕ(m
(0)

)

together with the maps ev, db forms a left dual of M in the categorical sense
(see e.g. [4], XIV.2). In particular c[ is the inverse of the braiding cM,M∗

between M and M∗.

PROOF. It is easy to check that ev and db are H-colinear. The proof that
c[ = c−1

M,M∗ is done as in [4, XIV.3.1]. 2

9



The following lemma is already used in [7]. We include a proof for complete-
ness.

Lemma 4.4 Let H be a bialgebra generated (as an algebra) by a subcoalgebra
C ⊂ H. If C is pointed then so is H.
In this case the coradical of H is generated by the coradical of C as an algebra.

PROOF. Let (Cn)n≥0 be the coradical filtration of C. Denote by D0 the
subalgebra of H generated by C0. As C is pointed we have D0 ⊂ kG(H).
Consider the subsets

Dn := ∧nD0 ∀n ≥ 0.

As D0 is a subbialgebra of H the Dn define a bialgebra filtration of the bial-
gebra

D := ∪n≥0Dn.

Now because C0 ⊂ D0 we have Cn ⊂ Dn for all n ≥ 0 and then C ⊂ D. This
means D = H and the Dn define a bialgebra filtration of H. We find

kG(H) ⊂ CoradH ⊂ D0 ⊂ kG(H)

saying that H is pointed. 2

Theorem 4.5 Let (M, c) be a rigid braided vector space. The following are
equivalent:

(1) Hred(c) is pointed.
(2) There is a pointed Hopf algebra H having M as a Yetter-Drinfeld module

such that the induced braiding is c.
(3) There is a flag of left Hred(c) subcomodules 0 = M0 ⊂M1 ⊂ . . . ⊂Mr =

M such that for all 1 ≤ i ≤ n dimMi = i.
(4) There is a flag of sub vector spaces 0 = M0 ⊂M1 ⊂ . . . ⊂Mr = M such

that for all 1 ≤ i ≤ n dimMi = i and

c(Mi ⊗M) ⊂M ⊗Mi.

PROOF. It is clear that the first item implies the second. If H is as in (2)
(e.g. H = Hred(c)) we find a series of subcomodules

0 = M0 ⊂M1 ⊂ . . . ⊂Mr = M

with dimMi = i for all 1 ≤ i ≤ r. Together with the definition of the braiding
for Yetter-Drinfeld modules this gives us that (1) implies (3) (and hence also
(4)) and that (2) implies (4). We still have to show that (4) implies (1).
So now assume that (4) holds. For all 1 ≤ i ≤ r choose mr+1−i ∈ Mi \
Mi−1 arbitrarily (thus mi, . . . ,mr ∈ Mi). This defines a basis of M and let
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m1, . . . ,mr be the dual basis. We find elements tij ∈ H(c), 1 ≤ i, j ≤ r
satisfying

∆(tij) =
r∑

l=1

til ⊗ tlj and δ(mi) =
r∑

l=1

til ⊗ml.

Using the definition of the coaction of M∗ we see that

δ(mi) =
r∑

l=1

S−1(tli)⊗ml.

Now define

J := k-span{tij|1 ≤ j < i ≤ r}.
J is a coideal of H(c) and we will show J ⊂ JH(c). For all 1 ≤ i, k ≤ r we have

c(mk ⊗mi) ∈ c(Mk ⊗M) ⊂M ⊗Mk

and on the other hand

c(mk ⊗mi) =
r∑

l=1

tklmi ⊗ml =
r∑

j,l=1

r(tij, tkl)mj ⊗ml

This implies r(tij, tkl) = 0 for l < k. Moreover because of c(Mi⊗M) ⊂M⊗Mi

we have by Lemma 4.2 that c[(M∗⊗Mi) ⊂Mi⊗M∗ and thus by Proposition
4.3 that

cM,M∗(Mi ⊗M∗) ⊂M∗ ⊗Mi

In the same manner as above we obtain r(S−1(tij), tkl) = 0 for l < k.Now by
Theorem 3.5 we have that the algebra H(c) is generated by the tij and the
S(tij). Thus it is also generated by the S−1(tij) and the tij. Lemma 2.5 allows
us to conclude that r(H ⊗J) = 0 and thus J ⊂ JH(c). As JH(c) is stable under
S we obtain J + S(J) ⊂ JH(c).
To see that Hred(c) is pointed it suffices to show that the coalgebra C spanned
by the images of tij, S(tkl) of tij, S(tkl) in Hred(c) is pointed (Lemma 4.4). For
this define subsets Cn, n ≥ 0 by

Cn := k-span{tij, S(tij)|1 ≤ i ≤ j ≤ i+ n ≤ r} ⊂ Hred(c)

Because J + S(J) ⊂ JH(c) we find that the Cn define a coalgebra filtration of
C. Thus

CoradC ⊂ C0 = k-span{tii, S(tii)|1 ≤ i ≤ r}.
As ∆(tii) = tii ⊗ tii and ∆(S(tii)) = S(tii) ⊗ S(tii) in Hred(c) we find that C
is pointed. 2

For future usage we remark that the coradical of Hred(c) is generated by the
elements tii, S(tii).

11



5 The reduced FRT construction for triangular braidings

In this section we want to refine our knowledge of the reduced FRT bialgebra
and FRT Hopf algebra for a special class of braidings considered in [11].

Definition 5.1 Let (M, c) be a finite dimensional vector space with a totally
ordered basis X. (M, c) will be called left triangular (with respect to the basis
X) if for all x, y, z ∈ X with z>y there exist γx,y ∈ k \ {0} and vx,y,z ∈ M
such that

c(x⊗ y) = γx,yy ⊗ x+
∑
z>y

z ⊗ vx,y,z for all x, y ∈ X

(M, c) will be called right triangular (with respect to the basis X) if for all
x, y, z ∈ X with z>x there exist βx,y ∈ k \ {0} and wx,y,z ∈M such that

c(x⊗ y) = βx,yy ⊗ x+
∑
z>x

wx,y,z ⊗ z for all x, y ∈ X

Proposition 5.2 Let (M, c) be a finite dimensional braided vector space.

(1) c is left triangular if and only if c−1 is right triangular.
(2) c is left triangular if and only if τcτ is right triangular.

PROOF. (2) is trivial. Thus for (1) it suffices to show the if-part. Assume
c−1 is right triangular and adopt the notation from the definition. Define
M>x := k-span{z ∈ X|z>x}. We see from the definition that

c(y ⊗ x) = β−1
xy x⊗ y + c

(∑
z>x

wx,y,z ⊗ z

)
∈ β−1

xy x⊗ y + c(M ⊗M>x)

It is now easy to show by downward induction on x (along the order on X)

c(y ⊗ x) ∈ β−1
xy x⊗ y +M>x ⊗M.

Thus c is left triangular. 2

The first important property of triangular braidings in our context is that they
are rigid. Thus the notion of the (reduced) FRT construction makes sense.

Lemma 5.3 Let (M, c) be a (left or right) triangular braided vector space.
Then (M, c) and (M, c−1) are rigid.
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PROOF. In both cases it suffices to show that (M, c) is rigid. Assume (M, c)
is left triangular with respect to the basis X. Let (ϕx)x∈X denote the dual
basis (ϕx(y) = δxy). Then

c[τ(x⊗ ϕy) = c[(ϕy ⊗ x)

=
∑
z∈X

(ϕy ⊗ idM)c(x⊗ z)⊗ ϕz

= γx,yx⊗ ϕy +
∑

z∈X,z′>z

ϕy(z
′)vx,z,z′ ⊗ ϕz

∈ γx,yx⊗ ϕy +
∑
z<y

vx,z,z′ ⊗ ϕz

This means that the map c[τ has upper triangular representing matrix with
respect to the basis

x1 ⊗ ϕx1 , . . . , xr ⊗ ϕx1 , x1 ⊗ ϕx2 , . . . , xr ⊗ ϕx2 , . . . , x1 ⊗ ϕxr , . . . , xr ⊗ ϕxr

(where we assumed that the elements of X are x1<x2< . . . <xr). The diagonal
entries are γx,y 6= 0 and thus the matrix is invertible. This shows that c[ is an
isomorphism. A similar proof works for right triangular braidings. 2

These results together with the Theorems 4.1, 4.5 already show that the re-
duced FRT-construction Ared(c) (resp. Hred(c)) is pointed if c is right tri-
angular. We will describe these reduced FRT-constructions more exactly. To
formulate this we introduce:

Definition 5.4 Let G be an abelian monoid and M a G-module. We say G
acts diagonally on M if M is the direct sum of simultaneous eigenspaces under
the action of G, this means:

M =
⊕
χ∈Ĝ

{m ∈M |∀g ∈ G : gm = χ(g)m}.

Here Ĝ denotes the set of monoid maps from G into k.

We will need the following technical facts:

Proposition 5.5 Let H be a pointed bialgebra with abelian coradical such that
for all g ∈ G := G(H) the map H → H, h 7→ hg is injective. Let M ∈ H

HYD
be finite-dimensional and assume that G acts diagonally on M . Then there is
a series of H-subcomodules and G-submodules

0 = M0 ⊂M1 ⊂ . . . ⊂Mr = M

such that dimMi = i for all 1 ≤ i ≤ r.

13



PROOF. Consider modules N ∈ HM∩GM that have an eigenspace decom-
position as in the lemma and satisfy the following compatibilty condition:

(gn)
(−1)

g ⊗ (gn)
(0)

= gn
(−1)

⊗ gn
(0)
∀g ∈ G, n ∈ N.

It suffices to show that every such module N contains a one dimensional H-
subcomodule that is also a G-submodule (note that the objects considered in
the lemma are of this type).
So pick a simple subcomodule of N . As H is pointed this is spanned by some
n0 ∈ N and we find g ∈ G such that δ(n0) = g⊗n0. Consider the subcomodule

0 6= X := {n ∈ N |δ(n) = g ⊗ n} ⊂ N.

This is a G-submodule as for n ∈ X and h ∈ G we have by the compatibility
condition (and because G is abelian)

(hn)
(−1)

h⊗ (hn)
(0)

= hn
(−1)

⊗ hn
(0)

= hg ⊗ hn = gh⊗ hn.

Now right multiplication with h is injective by assumption and we obtain
δ(hn) = g ⊗ hn showing that X is indeed a G-submodule. A lemma from
linear algebra tells us that because N is the direct sum of eigenspaces under
the action of G, so is X. We find an element n ∈ N that is an eigenvector
under the action of G. Then kn is a one dimensional H-subcomodule and
G-submodule. 2

Proposition 5.6 Let H, M be as in 5.5. Then we can find a basis m1, . . . ,mr

of M made up of eigenvectors under the action of G(H) and elements cij ∈
H, 1 ≤ i ≤ j ≤ r such that

δ(mi) =
r∑

l=i

cil ⊗ml, ∆(cij) =
j∑

l=i

cil ⊗ clj, ε(cij) = δij

PROOF. Take the series of comodules from 5.5. For all 1 ≤ i ≤ r we can
choose an eigenvector mr+1−i ∈ Mi \Mi−1 (thus Mi = k-span{mi, . . . ,mr}).
Now we can find elements cij ∈ H, 1 ≤ i ≤ j ≤ r such that

δ(mi) =
r∑

l=i

cil ⊗ml.

The formulas for the comultiplication and the counit follow from the axioms
of the comodules. 2

Theorem 5.7 Let (M, c) be a rigid braided vector space. The following are
equivalent:

(1) c is right triangular
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(2) Hred(c) is pointed with abelian coradical and G(Hred(c)) acts diagonally
on M .

(3) There is a pointed Hopf algebra H with abelian coradical having M as a
Yetter-Drinfeld module such that the induced braiding is c and G(H) acts
diagonally on M .

PROOF. Of course (2) implies (3). Assume c is right triangular with respect
to the basism1, . . . ,mr ordered bym1< . . . <mr. LetMi := k-span{mi, . . . ,mr}.
Then we have of course

c(Mi ⊗M) ⊂M ⊗Mi ∀1 ≤ i ≤ r.

Theorem 4.5 tells us that Hred(c) is pointed. We adopt the notation from the
proof of (4) ⇒ (1) there. Then we obtain using the right triangularity of c:

r∑
l=i

tilmj ⊗ml = c(mi ⊗mj) ∈ αijmj ⊗mi +M ⊗
r∑

l=i+1

kml.

This means tiimj = αijmj for all 1 ≤ i, j ≤ r. As the tii and their inverses
generate the coradical of Hred(c) as an algebra we get that G(Hred(c)) acts
diagonally on M .
We are left to show that the G(Hred(c)) is abelian. Let g, h ∈ G(Hred(c)), thus
g and h act diagonally on M . Then gh−hg acts as 0 on M , saying k(gh−hg)
is a coideal annihilating M . In the same way g−1h−1 − h−1g−1 annihilates M
and thus k(gh−hg) annihilates M∗. As Hred(c) is M,M∗-reduced, we get that
gh = hg.

Now assume we are given a Hopf algebra as in (3). Let m1, . . . ,mr be the basis
of M from Proposition 5.6 and also take the cij from there. Then we have

c(mi ⊗mj) ∈ ciimj ⊗mi +M ⊗
∑
l>i

kml

as cii ∈ G(H) we have ciimj ∈ kmj \ {0} and thus c is right triangular. 2

Corollary 5.8 Let G be a group and M a finite-dimensional Yetter-Drinfeld
module over G and let c denote the induced braiding on M .

(i) If k is algebraically closed and G is abelian, then c is left triangular.
(ii) If c is right triangular, then it is of diagonal type, i.e. there is a basis X

of M and there are nonzero scalars qxy ∈ k for all x, y ∈ X such that the
braiding is given by

c(x⊗ y) = qxyy ⊗ x.

In particular there are braidings which are left but not right triangular. For
example take k = C, G = 〈g〉'Z and let g act on a two-dimensional vector
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space M by a Jordan block (λ ∈ C \ {0})λ 1

0 λ

 .
The coaction is given by δ(m) := g ⊗m for all m ∈M .

PROOF. (i) For all g ∈ G let Mg := {m ∈M |δ(m) = g ⊗m}. Then the Mg

are G-submodules of M . Since every simple submodule of a finite-dimensional
G-module is one-dimensional we see that each Mg has a flag of invariant
subspaces. So for each g ∈ G we find a basis mg

1, . . . ,m
g
rg

of Mg such that for
all h ∈ G

h ·mg
i ∈ km

g
i ⊕ . . .⊕ kmg

rg
.

Now by concatenating these bases and ordering each according to the indices
we obtain a totally ordered basis such that c is triangular.
(ii) Now assume that the braiding is right triangular. By passing to a quotient
of G we may assume that gm = m for all m ∈M implies g = 1. We show that
kG is M,M∗ reduced. Let J ⊂ kG be the sum of all coideals annihilating M
and M∗. It is easy to see that J is a Hopf ideal. Then kG/J'kH is a group
algebra of some group H and M is again a Yetter-Drinfeld module over kH.
So we get an induced epimorphism of groups π : G → H. For g ∈ kerπ we
have gm = m for all m ∈ M and thus g = 1. This means that π is injective,
hence J = 0.
By the universal property Hred(c) is a sub Hopf algebra of kG and hence a
group algebra as well. But G(Hred(c)) acts diagonally on M , which means
that the braiding is indeed of diagonal type. 2

6 Hred(c) for finite dimensional Uq(g)-modules

In this section we will determine Hred(c) for braidings induced by finite di-
mensional Uq(g)-modules. Assume that k is an algebraically closed field of
characteristic zero. In this section we use details from [10, sections 2,3 and 4]
and several statements on the representation theory of Uq(g); a good reference
for the latter is [3].

We will need the following proposition for Radford biproducts (the notations
for Radford biproducts are taken from [10, section 2] or, equivalently, from
[1]).

Proposition 6.1 Assume that ψ : A→ A′ is a morphism between Hopf alge-
bras A,A′ with bijective antipodes. Let H ⊂ A,H ′ ⊂ A′ be sub Hopf algebras
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with Hopf algebra projections p, p′ such that the following diagram

A
ψ

- A′

H

p

? ψ|H
- H ′

p

?

′

commutes (and is well defined, i.e. ψ(H) ⊂ H ′). Let R := Aco p, R′ := A′ co p′.
Then ψ(R) ⊂ R′ and the diagram

A
ψ

- A′

R#H

'

?

ψ|R#ψ|H
- R′#H ′

?

'

commutes, where the vertical isomorphisms are given by

A→ R#H, a 7→ a
(1)
SHp(a(2)

)#p(a
(3)

)

and the corresponding map for A′.

PROOF. The vertical isomorphisms are those from Radford’s theorem on
Hopf algebras with a projection [8]. The rest of the proposition is just a com-
putation. 2

Now let M be a finite dimensional Uq(g)-module with braiding c = cf . We
will use the notations from [10, sections 3, 4]. Define

P := {α ∈ Π|EαM 6= 0},

W := {λ ∈ Λ|Mλ 6= 0}.
Let Û = B(V )#kG be the Hopf algebra defined in [10, section 4], where V is
a completely reducible Yetter-Drinfeld module over the abelian group G. Let
H be the subalgebra of Û generated by the F̂α, α ∈ P and the K±1

λ , λ ∈ W .
Denote by Ṽ the subspace of V generated by the F̂α, α ∈ P ; this is again a
Yetter-Drinfeld module over G. Furthermore define G̃ := G(H) and

N := {g ∈ G̃|∀m ∈M : gm = m},

J := k-span{gn− g|g ∈ G, n ∈ N \ {1}}.
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The aim of this section is to prove the following theorem:

Theorem 6.2 The reduced FRT construction of (M, cf ) is given by

Hred(cf )'B(Ṽ )#k(G̃/N).

PROOF. First observe that the Yetter-Drinfeld module V over G can be
restricted to a Yetter-Drinfeld module over G̃ because Kα ∈ G̃ for all α ∈ P :
For α ∈ P we find λ ∈ W,m ∈ Mλ with 0 6= F̂αm ∈ Mλ−α. By the definition
of Û and of the coaction on M it follows that Lλ, Lλ−α ∈ W ⊂ G̃. Hence also
Kα = Lλ−αL

−1
λ ∈ G̃.

Next we show that N acts trivially on V . Let g ∈ N,α ∈ P ; then there is an
m ∈M with F̂αm 6= 0 and there is an ε ∈ k such that g · F̂α = εF̂α. Then

εF̂αm = (g · F̂α)m = gF̂αg
−1m = F̂αm

implies ε = 1 and thus g · F̂α = F̂α. This means that V is can be turned into a
Yetter-Drinfeld module over G̃/N using the canonical projection G̃ → G̃/N .
Note that k(G̃/N) is the reduced FRT construction for Ṽ . Now we can form
H̃ := B(Ṽ )#k(G̃/N). We have a canonical projection H = B(Ṽ )#kG̃→ H̃.

Now observe that the Û coaction on M can be restricted to an H coaction.
As N acts trivially on M by definition, we can turn M into a Yetter-Drinfeld
module over H̃ using the canonical projection. We obtain then a commutative
diagram of Hopf algebra projections

H(c)
ϕ

-- H̃= B(Ṽ )#k(G̃/N)

		�
�

�
�

�

ψ

Hred(c)

π

??

where ϕ is given by the universal property of H(c) and π is the canonical
projection. Both maps are compatible with action and coaction. To show that
we have a factorization ψ we show kerϕ ⊂ kerπ: Let x ∈ kerϕ. Then xM =
ϕ(x)M = 0, xM∗ = ϕ(x)M∗ = 0. This implies that x ∈ JH(c) = ker π.

To show that ψ is injective we will first show that all occurring maps are
graded. Recall from [10, section 6] that M has an N-grading such that the
structure maps of the Û Yetter-Drinfeld module structure are graded (Û is
coradically graded by construction). This grading turns the H̃ action and
coaction into graded maps and shows that the braiding c is graded. Thus
H(c) and Hred(c) have Z gradings such that the projection π, the actions
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and the coactions are graded (This can easily be seen in the construction of
H(c) given in [9]: Start with a homogenous basis m1, . . . ,mr of M and grade
H(c) by giving the generator Tij the degree deg(mi) − deg(mj)). Using the
compatibility condition between ϕ and the H(c) resp. H̃ coactions it is easy
to see that also ϕ is a graded map and hence H(c) and Hred(c) are actually
N graded. By construction also the map ψ is graded.

Now both H̃ and Hred(c) are graded Hopf algebras, hence admit Hopf algebra
projections onto the zero components. As ψ is a graded map we can apply
Proposition 6.1 to our situation and see that in order to show that ψ is injective
it suffices to show that ψ|k(G̃/N) and ψ|B(Ṽ ) are injective.

First show that ψ|k(G̃/N) is injective: Let x̄, ȳ ∈ G̃/N such that ψ(x̄) = ψ(ȳ).
This means xm = ym for all m ∈ M and thus xy−1 ∈ N . Hence x̄ = ȳ,
showing that ψ|G̃/N is injective. The claim follows by linear algebra.

On the other hand, let I be the kernel of ψ|B(Ṽ ). As this is a graded mor-
phism of algebras and coalgebras, I is a coideal and an ideal generated by
homogeneous elements. By the characterization of Nichols algebras from [1],
I = 0 if I ∩ Ṽ = 0 (i.e. I is generated by elements of degree ≥ 2).

So assume we have x ∈ I ∩ Ṽ and write x =
∑

α∈P
rαF̂α for scalars rα ∈ k. Then,

as I ⊂ kerψ, xM = 0. The weight-space grading of the modules M yields that
for all α ∈ P

rαF̂αM = 0.

As F̂αM 6= 0 by construction of P we get rα = 0 for all α ∈ P and thus
x = 0. 2

Remark 6.3 The set P is a union of connected components of the Coxeter
graph of g.
In particular if g is simple, we have Ṽ = V and thus Hred(c) is obtained from
H just by dividing out the ideal generated by the set

{g − h|g, h ∈ G, ∀m ∈Mgm = hm}.

In the general case we obtain that Hred(c) may be viewed as the “nonpositive
part of a quantized enveloping algebra of ĝ” (where ĝ is the sub Lie algebra of g

generated by the Eα, Hα, Fα, α ∈ P ) in the sense that Hred(c) is a biproduct of
the negative part U−

q (ĝ) with a finitely generated abelian group of finite rank.
The group algebra of this group is exactly the reduced FRT construction of
Ṽ .

PROOF. The second part of follows from the proof of the theorem above. We
show only that P is a union of connected components of the Coxeter graph,
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i.e. if α ∈ P and β ∈ Π with (α, β) < 0 then also β ∈ P .
So assume we have α ∈ P, β ∈ Π such that (α, β) < 0. Thus we have EαM 6= 0
and we will show EβM 6= 0. Let λ ∈ Λ,m ∈ Mλ with Eαm 6= 0. If (λ, β) = 0
replace m by Eαm and λ by λ + α. Hence 0 6= m ∈ Mλ and (λ, β) 6= 0. Let
Uq(sl2)β be the subalgebra of Uq(g) generated by Eβ, Fβ, Kβ and K−1

β ; it is
isomorphic to Uq(β,β)(sl2) as a Hopf algebra. Consider the Uq(sl2)β submodule
N of M generated by m. If Eβm 6= 0 we have β ∈ P and the proof is done. So
assume Eβm = 0, hence m is a highest weight vector for the Uq(sl2)β-module
N . As (λ, β) 6= 0, N is not one-dimensional. Thus we have Eβ(Fβm) 6= 0
implying β ∈ P . 2

Remark 6.4 It is an open question if there is a combinatorial description of
those triangular braidings for which the reduced FRT construction is generated
by grouplike and skew-primitive elements.
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